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Artificial Intelligence Regulation and Machine

Translation Ethics

® Xiaojun ZHANG (Xi’an Jiaotong-Liverpool University, Suzhou)

Abstract: The technological breakthroughs in generative artificial intelligence, represented by ChatGPT,
have brought about significant social changes as well as new problems and challenges. Generative artificial
intelligence has inherent flaws such as language imbalance, algorithmic black box, and algorithmic bias, and at
the same time, it has external risks such as algorithmic comfort zone, data pollution, algorithmic infringement,
and inaccurate output. These problems lead to the difficulty in legislation for the governance of generative
artificial intelligence. Taking the data contamination incident in Google Translate as an example, this article
proposes that in the process of constructing machine translation ethics, the responsibility mechanism of
generative artificial intelligence should be constructed around three elements: data processing, algorithmic
optimisation, and ethical alignment.

Key words: artificial intelligence regulation; machine translation ethics; data processing; algorithmic

optimisation; ethical alignment
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1. Introduction
As of now, more than 37 countries have introduced legal frameworks concerning artificial intelligence (Al)
in order to deal with the public's concerns regarding Al safety and governance (Sherman, 2024). These legal
frameworks are intended to guarantee the safety, transparency, traceability, non-discrimination, and

environmental friendliness of Al systems. For example, the European Union's Artificial Intelligence Act, which

This work was supported by Guangdong Provincial Key Laboratory of Novel Security Intelligence Technologies (Grant
No0.2022B1212010005) and XJTLU Research Development Funding (Grant No.RDF-22-01-053).
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was enacted into law on May 21, 2024, is a comprehensive legal framework that categorizes Al systems
according to the potential risks they present to users and sets out strict requirements for high-risk Al systems.
Other countries such as the United States, China, Canada, India, Japan, and Singapore are also vigorously
developing or deliberating on their own Al-related laws and policies. These policies and regulations are aimed at
creating a safer and more responsible environment for the development and application of Al technologies.

Generative artificial intelligence (AIGC, Artificial Intelligence Generated Content), represented by ChatGPT,
is the latest achievement in information technology, and its impact is not only at the level of data and algorithms.
It shows the amazing possibilities of Al, but it is not necessarily responsible. It is not easy to determine when and
to what extent the control of a technology should be implemented. If control is imposed too early, a technology
due to fear of adverse consequences will hardly break out; but if the control is too late, the technology may have
already become part of the entire economic and social structure, and it will be more difficult to solve problems
when it gets out of control. This is the dilemma of technological control (Collingridge, 2014). In the face of the
high-profile generative artificial intelligence, its accountability should be ensured and it should be governed
accordingly at the appropriate time. This governance objective requires not only solving the real world
technological shortcomings and flaws from the technological level, but also a response from the legal system.
While enhancing the reliability and stability of the technology itself, the responsibility mechanism of generative
artificial intelligence should be constructed through the legal system.

Language translation, meanwhile, has a storied history of evolving in response to ever-improving machine
translation (MT). ChatGPT shows remarkable capabilities for machine translation. Previous studies (Jiao et al.,
2023; Hendy et al., 2023) on translation tasks have found that ChatGPT performs competitively with commercial
translation products (e.g., Google Translate and Microsoft Translator). It also exhibits good results on spoken
language while still performs worse than commercial systems. With the launch of the GPT-4 engine, the
translation performance of ChatGPT is significantly boosted, becoming comparable to commercial translation
products, even for distant languages. Extensive human analysis suggests that, ChatGPT has already become a
good translator with GPT-4 as the Engine (Jiao et al., 2023).

Generative artificial intelligence has inherent flaws such as language imbalance, algorithmic black box, and
algorithmic bias. At the same time, it also has external risks such as algorithmic dependence, data contamination,
and inaccurate output. These problems make it difficult for generative artificial intelligence to meet the
requirements of justice, fairness, and transparency. In response to this, we should fully understand the remarkable
characteristics and capabilities of generative artificial intelligence, and construct the legislative mechanism of
generative artificial intelligence in the relationship of harmonious coexistence between humans and machines
from two dimensions of technical solutions and legal regulations, centering on elements such as data processing,
algorithmic optimization, and ethical alignment.

Then, pros and cons of ChatGPT will be analysed and a data contamination case on machine translation are
discussed in the next two sections. Based on these, a regulating Al mechanism is proposed in the fourth section
followed the conclusions.

2. ChatGPT: Great Promise but Potential Peril

2.1 Great Promise

(1) Technological anthropomorphism
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The capabilities of large language models (LLMs) in natural language understanding and conversion into
mathematical problems, as well as the methods of complex reasoning and step by step decomposition, have
changed users' inherent views on Al. The Q&A between ChatGPT and users seems to really understand the
meaning of the input content. Whether its responses are fully satisfactory or not, at least in communication, it no
longer makes people feel like talking to a brick wall. It provides users with a brand new experience different from
the past. ChatGPT uses fluent and logical natural language to respond to users' input. It can make mistakes and
admit its mistakes, and it can also change the answer according to users' guidance, bringing a strong "sense of
intelligence" to the communicators. It can be said that ChatGPT has achieved the leap of Al from perceptual
intelligence to cognitive intelligence. ChatGPT shows stronger interactivity and a more flexible human-like
language style, and its excellent simulation degree is impressive. This benefits from its breakthrough in the
natural language processing (NLP) technology paradigm (Kocon et al., 2023). ChatGPT still relies on NLP
technology, but it explores the way of understanding and language that is truly close to human beings - holistic
reception and reply - and thus has the naturalness and fluency of language.

(2) Content embodiment

The powerful capabilities of ChatGPT are inseparable from generative artificial intelligence. The so-called
‘generative’, different from the traditional analytical, is fundamentally about "generating content". Thanks to
deep learning (DL) and neural network (NN) technologies, generative artificial intelligence achieves higher-
quality output through self-pretraining, fine-tuning and reinforcement learning from human feedback (RLHF).
Users use prompt words to stimulate its learning. During the interaction process, generative artificial intelligence
realizes a leap in capabilities. The more data it receives and generates, the more mature, more convincing and
more human-like it will become. In short, generative artificial intelligence can create content with similar
characteristics but also with a certain degree of novelty by learning a vast amount of human-created content.

ChatGPT can analyze, process and learn a large amount of data and training sets, and on this basis, complete
the generation and output of new content. For example, generative artificial intelligence masters legal language in
dialogue and argumentation scenarios through learning a vast amount of legal texts. In the context of
disembodied cognition, although generative artificial intelligence does not have a "body" that can obtain
sensations, it can also replace the perception of physical conditions to achieve the acquisition of the same
cognition by deeply learning the same or opposite sets of concepts and the verbal and logical connections
contained in subjective evaluations.

(3) Emergent Ability

If the output of the early GPT models based on big data and statistical averaging through feedback loops was
a kind of non-creative intelligence, then the significant technological breakthroughs nowadays are obvious to all,
especially the multimodal features and emergent capabilities. The progress of Al and human brain intelligence is
achieved by continuously acquiring and processing various complex and diverse information and forming new
cognitions. When the information reaches a considerable scale, it forms the basis for the improvement of thinking
ability. The scale of training data is getting larger and larger, and emergence refers to the appearance of specific
capabilities when a certain scale is reached (Wei et al., 2022). This kind of capability is even unexpected by the
trainers. In machine learning, the model does not support string data, and the first step for the model to learn

smoothly and effectively is to numerise string data (tokenisation). After tokenisation, human society knowledge
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exists in large models. While endowing technology, large models are also an unprecedented concentration of
capabilities themselves. Legibility, based on technological breakthroughs, reads everything that can be tokenised
and outputs content, so large models have become the key information infrastructure of society.

(4) Diversified Empowerment

The ever - increasing number of monthly active users of generative artificial intelligence applications such
as ChatGPT is sufficient to show that it is no longer a distant conceptual intelligent technology, but has become a
commonly used tool in society. As a general - purpose technology, generative artificial intelligence has been
applied to many different fields, such as education, translation, clothing fashion, autonomous driving, etc. In
addition, the embedding of generative artificial intelligence into search engines such as Google and Bing can also
enhance their intelligence, interactivity and contextualization levels.

In the field of translation, generative language intelligence technology has revolutionized machine
translation technology. Research shows that GPT has the best translation performance in popular such as science
materials. Machine translation on terms is obviously precise and can automatically produce higher quality
translations, especially for literary works for which the previous MT quality was poor (Zhang & Zhao, 2024).
Through the digital processing and calculation of the semantic and word order features of a larger amount of
related texts, large models make the generated translation content more accurate and in line with the logic and
usage habits of the target language. In interpreting, generative artificial intelligence has the main features of
contextual situation cognition, two-way knowledge construction and language interactive learning (Radford, et al.,
2024). It can actively learn metadata of terms, update classified terms, better understand interpreting scenarios
and improve the accuracy of translation by drawing inferences from one instance. The excellent performance of
generative artificial intelligence in translation also enables cross-border communication to break through
language limitations and promotes the in-depth development of international dialogue and communication.

2.2 Potential Peril

Due to the inherent language imbalance, algorithmic black box, discrimination, etc. in generative artificial
intelligence technology, as well as the infringement, lack of accuracy, etc. involved in the application of
generative artificial intelligence, all of which cause its deviation from the traditional liability mechanism. As
generative artificial intelligence continues to evolve and its applications expand, this deviation becomes more
obvious.

2.2.1 Inherent Defects

(1) Language Imbalance

The scale of language users determines the status of a language in society. After society becomes highly
digitalized, language issues will be involved, such as language discrimination and equality. Some languages are
gradually marginalised or even disappear during the digitalisation process, threatening language diversity and
cultural diversity. In the digital age, the objects of hegemony, equality, and colonisation are no longer land and
labor as they were hundreds of years ago, but have become languages and data (Scott, 2012). Low-resourced
languages face great challenges. Whether it is ChatGPT or similar domestic generative artificial intelligence
products, the training languages are limited and have a certain degree of bias. Domestic products will use the
mother tongue more comfortably. It is still difficult to be equally fluent and proficient in the main language and

other languages, and it is even more unrealistic to design all types of languages into the system. Therefore, the
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issue of language equality is indeed thorny.

(2) Algorithmic Black Box

The algorithmic black box is a metaphor, referring to the unknowable and opaque phenomenon in the
operation process of the algorithm, which may lead to humans losing control over the decision-making process.
The entire operation process of generative artificial intelligence is in a black box state, with a tendency to
transcend, deviate from, and be independent of human behavior. Due to the lack of objectivity and
incomprehensibility in operation and transformation, the existence of the algorithmic black box also creates a
logical hidden layer in generative artificial intelligence, that is, the logic of the artificial intelligence algorithm
system is in an unknowable and concealed state. The learning methods related to multilayer neural networks
adopted in deep learning are also the reasons why its decision-making process is complex and cannot be
explained. A multilayer neural network has a large number of neurons and multiple layers. Neurons in each layer
will be weighted and connected according to the input features, obtain an output after non-linear transformation
calculation, and then pass it to the next layer. The original output layer becomes a new intermediate layer. Layer-
by-layer calculation and learning enable Al to represent features more deeply and obtain more accurate results
when dealing with complex tasks, but at the same time, it is also more opaque (La Diega, 2018). The algorithm is
a self-iterating black box system, and even the designers can hardly fully understand its reasoning and decision-
making logic, let alone the general public.

(3) Algorithmic Discrimination

Algorithmic technology and generative artificial intelligence cannot rule out discrimination and prejudice
issues. From the formation of data sets, the use of data analysis parameters, to the creation of clusters, links and
decision trees, and finally the generation of prediction models, all are completed by technicians such as
programmers. Human prejudices and values are embedded in every step of the development of Al technology,
and computerisation just pushes discrimination further upstream (Pasquale, 2015). Massive data acquisition,
manual annotation, etc. make discrimination and the underlying value issues more concealed. Discrimination and
prejudice in training corpora, or the differences and availability of corpora may all lead to concealed perspectives.
Based on human participation in generative artificial intelligence applications, personal factors such as personal
value judgments and evaluations, organizational factors such as company policies, and external factors such as
requests from governments and advertisers may still all become sources of algorithmic discrimination and
prejudice (Bozdagm, 2013).

2.2.2 External Risks

(1) Algorithmic Dependence

Users become dependent on algorithmic tools in their use and gradually cede their independence and ability
to think independently. The comfort zone thus invisibly constructed by algorithms can be regarded as an
expansion and extension of the information cocoons. Unconsciously, users become digital characters full of labels,
which not only meets the rulers' requirement for simplified management but also changes citizens' self-
governance ability to a certain extent. DeGeurin (2023) once pointed out that generative artificial intelligence
undermines modern democracy, forms Al imperialism, distorts the existing knowledge in human society, causes
the death of enlightened modernity, shrinks the human brain and mind, and triggers a new wave of religious

mysticism. With the development of algorithmic technology and large models, algorithms have built a larger
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scale, more secretive, and more complex comfort zone. The viewpoints generated by generative artificial
intelligence are transmitted to the audience, and the operation of the algorithm recommendation mechanism
creates a comfort zone in terms of their psychology, cognition, and values. Users in the algorithm-based comfort
zone are disciplined by algorithms in their excessive dependence on generative artificial intelligence and are
constantly losing their independence and sense of diversification.

(2) Data Security

From the input end of generative artificial intelligence, data security issues are mainly involved. The
protection of privacy and personal information is an important goal of the law in the algorithm-based society.
During the training, application, and model optimization processes of generative artificial intelligence, the
acquisition, use, and output of data also involve issues related to citizens' personal information and privacy. There
are potential data security risks in both the development and training stages of large models. There may be
improper use of private data during model development, and the data and corpus sources in model training
themselves do not exclude information that has not been desensitized or anonymised.

From the output end, generative artificial intelligence has learned a large amount of text materials during the
content generation process. Although its output content appears to be elaborate articles and discourses, there are
no references and sources, which involves copyright-related issues. Copyright protects the form of expression of
ideas rather than the ideas themselves. Through vast knowledge retrieval and learning, generative artificial
intelligence recombines existing knowledge. When it no longer simply and mechanically copies and pastes, it can
be said that its output content is an answer based on public resources. For the generated texts of generative
artificial intelligence, it is difficult to determine whether there is unauthorized direct use or high level imitation.
The amount of information it has mastered and all the knowledge content on which the text generation is based
are not known, and there are no references and sources available for verification. Therefore, it is difficult to
determine whether there is infringement. In addition, this kind of infringement is sometimes just a possibility, and
sometimes it is a composite result of multiple infringing acts working together. Therefore, it is very difficult to
directly and accurately determine the correlation between damage and implementation. This also increases the
difficulty in achieving algorithmic accountability (Zhang, 2023).

(3) Accuracy

The content generated by generative artificial intelligence may contain inaccurate or even wrong information.
Some errors can be easily recognized by users at a glance, some may be discovered with a little verification, but
there are still some errors that are difficult to detect and are very easy to be trusted. Judging from ChatGPT’s past
performance, there are not a few wrong answers and some random answers, and not all of the content it generates
and provides is accurate. Although from the base model to ChatGPT-40, the accuracy has been significantly
improved, this improvement is more reflected in the language expression ability in the sense of interaction, rather
than necessarily the professional ability in science and engineering technology. That is to say, the accuracy of
ChatGPT's language ability has indeed been improved, but for some highly-professional, profound and complex
problems, especially when it involves professional knowledge in a certain discipline or field, the accuracy rate of
the content it generates is still not satisfactory. For these problems, ChatGPT users often lack the ability to judge
the authenticity of the content and information it provides, so that users face a higher risk of error in these

situations where they could have fully taken advantage of generative artificial intelligence. Without sufficient
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caution and doubt about the content it generates, users are easily inclined to directly adopt and believe in the
accuracy of its content. Actually, users often have more trust in technologies including computers than they
should (Danks and London, 2018).

3. Ethics in Machine Translation

When it comes to translation and localization, machine translation is one of the foremost innovations that
leverages Al. This has been primary focus of interest for many practioners and conferences in the industry for the
past few years, and many companies have already started using MT, or at least begun testing it. But this is the
decade where MT will become commonplace across the enterprise.

There have been major advancements and investments in MT by massive companies like Google, and
growing companies like DeepL. While MT has been used quite liberally by the general public to get the gist of
what a bed and breakfast offers in a foreign country, it’s now becoming more commonplace by companies that
might typically engage in human translation. The most significant concern about MT is that it can be woefully
inaccurate. MT is predicated on the data and content that’s available, and in some cases, the content and data is
inaccurate, incomplete and even gender-biased.

A case of data contamination in MT has been observed as the following.

3.1 When COVID Meets AIDS

In November 2021, a user entered the Chinese term “3 #4754 &3 (AIDS patients)” in the source language
dialog box of Google Translate (https://translate.google.cn) when s/he coincidentally selected the source language
as “English”, the Chinese translation “.J¥ A\ (Wuhanese)” appeared in its target language (Chinese Simplified)
dialog box; Then, when source words related to “AIDS” were entered, the target translations were all showed
anti-China slurs. After being disclosed by media, Google Translate quickly claimed that “We have been aware of
the problems in Google Translate and are working on solving them”, and firmly stated that “Google Translate is
an automatic translator that finds the best translation for users through millions of existing translation patterns.
However, some patterns can lead to translation errors.” For a while, public opinion was in an uproar. There were
different opinions on whether Google was smuggling in “anti-China” content privately or the training corpus
should “take the blame” (Al Era, 2021). But with the quick “solution” of the problem, such a problem could no
longer be reproduced, and Google’s “translation incident” seemed to be left unsettled just like this.

Some netizens also analysed this phenomenon. For example, some people think that Google Translate can be
“corrected” through a large number of modifications submitted by users. When the translation results are
“corrected” by a large number of users, Google will consider such translations to be correct and thus revise the
displayed results. As long as someone with intentions submits a translation suggestion for this “uncommon
English word” written in Chinese in the translation community, it is easy to achieve such a result; some people
also said that on the one hand, the appearance of this result is due to the fact that machine learning uses
contaminated corpora, allowing some Chinese inputs to also output translation results, and on the other hand,
there is a vacuum in the management of the call stage from the model to the API. Others pointed out that most of
the Chinese corpora on the Internet are not in our own hands, and such results are likely to have passed through
an intermediate language, thus magnifying the error (Al Era, 2021).

3.2 Analysis

The view of deliberately achieving translation rewriting by using the “user feedback™ function of Google
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Translate is basically untenable. The adoption of “user feedback™ in Google Translate is not completely automatic,
and whether the feedback is finally adopted or not is subject to manual review at the back end. If a large number
of users do it intentionally at the translation terminal, it cannot pass the review at the back end either. Even if
Google Translate intends to play “tricks”, it doesn’t need to go to great lengths to use end-users to submit
translation feedback and then modify the translation. It can directly modify at the source text end. Generally,
users will not enter translation words at the source text end. If no one had exposed this "problem", this bug would
not have been discovered.

If it is a problem with the training corpus, this is also basically highly unlikely. Whether it is the original
corpus crawled from the Internet or the dedicated training corpus, the corpora used to train MT systems are
presented in the form of sentences. Through the author's test, there are almost no Chinese sentences in which “*
W% N (AIDS patients)” and “iH7 A\ (Wuhanese)” appear in a sentence, and no English sentences in which
“AIDS” and “Wuhan people” appear together have been found either. Such sentences cannot be included in the
training corpus. It is even more impossible that there is a management problem from the model to the APIL.
Google Translate will not set different calling permissions for just a few words, and what is the point of doing so?

The statement about interlingual translation seems reasonable, but it also cannot stand scrutiny. Early rule-
based machine translation (RBMT) systems once used an interlingua as a translation intermediary, but current
neural machine translation (NMT) no longer uses an interlingua in the translation of rich-resourced languages.
However, in the translation of low-resourced languages, the "pivot translation" method (Ren, et al., 2018) does
utilize the idea of interlingual translation, constructing a translation system from the source language to the pivot
language and a translation system from the pivot language to the target language respectively, and then
integrating the two systems. But Chinese is not a low-resourced language. Some people even use Chinese as a
pivot language for the mutual translation of other minor languages (Liu, et al., 2019). This semi-supervised model
integration method is the main method for low-resourced MT, but it is obviously not applicable to English-
Chinese translation.

There is another data augumentation method called “word replacement”, which may lead to the above
mentioned errors. Word replacement is to replace some words in bilingual corpora with other words in the word
list (Knight, 1999). By replacing words, on the premise of ensuring the semantic or grammatical correctness of
sentences, the sentence pairs after replacement are added to the training corpora, which can increase the diversity
of the training corpora. In word replacement, words in the source language can be replaced, and so can words in
the target language; common words can be replaced, and so can rare words; “deliberate” replacement can be
carried out, and so can random replacement; a word can be replaced, or this word can be discarded or masked; it
can be replaced with other words in the word list, or with other words in this sentence. The essence of the word
replacement method is to modify the original bilingual training corpora to obtain the pseudo-bilingual training
corpora with added ‘noise’. That is, all of the above word replacement methods are noise-adding processes for the
original corpora. In the review of NMT methods for low-resourced languages, Zhang and Lai (2022) summarised
the common methods of data augmentation by adding noise as: under the condition of ensuring that the overall
semantics of sentences remain unchanged, adding some noise appropriately to the original bilingual corpora,
thereby generating pseudo-bilingual corpora to increase the scale of the original training corpora. The

problematic source words are “AIDS-related” such as “ ¥ #59, R EE, BN, LWk b, B SR,
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G B, ke 5K, 3599 N while the target translations are “PRC/CPC/Wuhanese-related” such as
crpdtrpoge b dt ) S By, b, e NRIERIE, BrE, sU . Frankly speaking, it is highly
likely that Google Translate has added some inappropriate noise during the process of word replacement resulting
in data contamination.

If a reasonable technical explanation is to be given for the appearance of translated words on the source
language side, Google Translate may also use another data augmentation method, back translation. That is, the
target-to-source language translation model (reverse translation model) is used to generate pseudo-bilingual
sentence pairs for training the source-to-target language translation model (forward translation model). For NMT
of low-resourced languages, the performance of MT can be improved by constructing pseudo-training corpora by
copying target language sentences to the source side (Hoang, et al., 2018). However, it’s hard to associate
“China” with “AIDS” because there are not so many authentic texts that contain both “China” and “AIDS” at the
same time. Why use “Wuhan” instead of “Beijing” or “Shanghai” to slander China? It is easy to be associated
with the COVID-19 pandemic — then suddenly become clear — the Internet is full of a large number of texts

of foreign media attacking China related to the epidemic, and these texts contain words related to both “China”
(especially “Wuhan”) and “COVID-19”. During the word replacement process, “AIDS” is used to replace
“COVID-19” to obtain pseudo-bilingual corpora, and then the translated words are placed on the source language
side by the back translation method. Then, word replacement is used again to replace “AIDS” with high-frequent
words (“China”, “the Communist Party of China”, “Wuhanese”, etc.) on the target side. In this way, when users
input words such as “AIDS” on the source side, translated words such as “China” will be displayed on the target
side. Was this operation “deliberately done” by Google Translate or was it really a “pattern” error as it explained?
This will involve ethical issues in technology.
3.3 MT Ethics

On June 7, 2018, Google released the “ethical principles” for seven artificial intelligence applications, and
the second one among them is “avoid creating or reinforcing unfair bias” (https://ai.google/principles).
Unfortunately, it has not adhered to the principles it has set itself. Based on Google’s principles and the “Ethics
Guidelines for Trustworthy Artificial Intelligence” released by the European Union, Zhang and Shao (2021) has
proposed seven principles for a trustworthy MT system, among which the following four principles are
mentioned: Privacy, Explanability, Fairness and Reproducibility Principles. Google Translate has violated at least
the above four principles. “The data used for the training and testing of machine translation systems will not be
used to harm or discriminate against the data owners and users, and at the same time, it should be ensured that the
collected data will not be used for actions that illegally or unfairly discriminate against users” (Privacy Principle).
“When machine translation systems will have a significant impact on human life, a reasonable explanation for the
decision making process of machine translation systems is required” (Explanability Principle). “Discrimination in
data sets may lead to discrimination by machine translation systems against specific groups or individuals”
(Fairness Principle). “The results of artificial intelligence systems must be reproducible and reliable, and artificial
intelligence systems should be carefully inspected to prevent accidents” (Reproducibility Principle).

4. Regulating Al

It can be seen from this Google Translate incident that in the era of big data, Al technology can bring a great

deal of convenience, but the ensuing ethical issues will have a negative impact on the industry and society.
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Therefore, there is an urgent need to formulate legislative rules for Al translation. Regulating Al cannot rely
solely on computer scientists, ethicists or policymakers, but also requires the coordinated governance of platform
owners and providers, users, government departments and relevant stakeholders and organizations. Based on the
above issues, data processing, algorithmic optimization and ethical alignment are proposed to regulate Al. First,
in terms of data processing, attach importance to data quality and security issues, improve the standards and
methods of data screening, ensure high quality data that is not contaminated and formulate remedial plans in case
of contamination. Second, in terms of algorithm technology, generative artificial intelligence systems should
balance the accuracy and explanability of algorithms in the design process, and its optimization helps to make up
for algorithmic discrimination and bias without affecting explanability (Zhang, 2025), thereby indirectly
achieving an improvement in accuracy. Finally, ethical alignment of technology further requires embedding
ethical values into the technological system to promote the goodness of algorithm and Al generated content.

4.1 Data Processing

Data is an important support for generative artificial intelligence and also the starting point for its exposure
to harmful false information. Therefore, it is necessary to construct a responsible generative artificial intelligence
based on data processing from the source. Mainly through data cleaning, data anonymization technology and data
annotation to improve the quality of training data sets.

Atticle 7 of Interim Measures for the Administration of Generative Artificial Intelligence Services” clearly
requires that providers of generative artificial intelligence services should use data with legal sources, and ensure
that the data meets the requirements of laws and regulations when carrying out data processing activities such as
pretraining and optimization training, and exclude the use of content that infringes on others’ intellectual property
rights. In addition, different levels of data sets should be established at different stages of pretraining. According
to the carriers of data information, the training data sets are divided into natural language, image, and audio-
visual multimodalities, and different data screening methods and standards are adopted for different modalities of
training data sets. The data of generative artificial intelligence should be authentic, accurate, objective and
diverse. Pay close attention to and adjust the data set at any time, and add extra data through the expansion of the
data set to combat sample bias.

The provisions of “anonymisation” in Article 73 of Personal Information Protection Law® include two

requirements: “unidentifiable” and “irrevocable”. It is so strict that the anonymisation system is in a state of
“existing but not being used”. At present, the main implementation methods of anonymisation include
generalisation, suppression, perturbation, permutation and micro-aggregation, etc., but there is still a danger that
the hidden personal identity information will be re-identified by technical means after anonymisation treatment,
and there is a lack of unified measurement standards. Therefore, future data privacy protection processing also
needs the support of digital information technology, giving full play to the technological advantages of
blockchain, zero-knowledge proof, etc., realising the virtual integration of data without disclosing the original
data, reducing or even not transmitting data, making data “usable but invisible”, realising the control of data
leakage risks and ensuring data security.

Article 8 of Interim Measures for the Administration of Generative Artificial Intelligence Services® requires
that providers of generative artificial intelligence shall assume the supervision and guidance responsibilities for

the data annotation work in research and development, shall formulate clear, specific and operable annotation
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rules, and evaluate and verify the annotation quality and accuracy. In the manually-annotated data set, methods
such as customised collection and annotation, and multi-level detailed annotation can be adopted. Through more
accurate annotation, a complete keyword library, a generated content test question bank and a rejection test
question bank are generated, making the generated content of generative artificial intelligence more accurate and
excluding discriminatory content, and more effectively meeting the security requirements of specific service
types.

4.2 Algorithmic Optimisation

Apart from data processing, the technological construction of the liability mechanism for generative
artificial intelligence should also focus on the algorithmic optimisation of generative artificial intelligence.
Technological flaws and deficiencies are also a major cause for the limitation of the credibility of generative
artificial intelligence. Therefore, technological development is conducive to improving algorithm design,
enhancing the accuracy of results, adjusting discriminatory output results, and making generative artificial
intelligence more in line with the requirements of being responsible. For example, in the fine-tuning stage, the
reinforcement learning from human feedback optimisation model can avoid the interference of hallucination as
much as possible.

Try to use algorithmic technologies that are easy to adjust and improve in a timely manner to complete the
training of the model. At the same time, efforts should also be made to develop more neutral technological tools,
such as data mining tools with the awareness of avoiding discrimination. The optimised design of algorithms
helps to improve the phenomenon of algorithmic discrimination and bias in generative artificial intelligence, that
is, considering integrating fairness into the technology when creating the algorithm operation. Specific measures
include: increasing the diversity of experts, enhancing the bias recognition ability of technicians, quantifying
fairness indicators, and ensuring the representativeness of data. For the algorithmic comfort zone formed by
generative artificial intelligence, it can be broken through by optimising the algorithm recommendation
technology. By optimising the algorithm recommendation technology, publicity is introduced into the cyberspace
under algorithmic recommendation, the algorithm recommendation technology is optimised, the inherent
algorithm recommendation pattern is broken out of, and the diversification and personalisation of information
distribution are realised through the hybrid recommendation algorithm. Different algorithms are adopted for
different types of information, so that the output content of generative artificial intelligence has both individuality
and sociality, and users can break out of the "information cocoon" and break the algorithmic comfort zone.

4.3 Ethical Alignment

The legislative mechanism for generative artificial intelligence requires that AI should meet ethical
requirements. The alignment between technology and ethics means that the technology itself follows ethical
norms, and the application of technology should also meet ethical requirements. The widespread application of
generative artificial intelligence has some potential risks and negative impacts. Uncontrollable emergent
capabilities in machine learning and large models, as well as potential problems such as technological flaws and
inaccurate data errors, may deviate from ethical norms. Ethical alignment has become an important mechanism to
get out of this dilemma.

To achieve ethical alignment, it is necessary to clarify the alignment goals. According to the primary values

to be achieved, different alignment goals can be divided into following instructions, satisfying preferences,
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enhancing well-being, conforming to morality, etc., and different methods are adopted for different goals. In
terms of the realisation paths and methods of ethical alignment, the alignment paths include the top-down path
through given theories and rules and the bottom-up path through machine learning. The alignment of technology
and ethics requires the combination of logic based methods and machine learning methods. Machine learning can
complete relatively basic tasks such as fact finding, event classification, and causality identification, but
normative content, social expressions, different value hierarchies, and other formal knowledge based reasoning
need to adopt symbolic methods. On this basis, constructing a standardised and unified alignment effect
evaluation method needs to set the core dimensions for measuring the application potential of the alignment
method on large models. These core dimensions include moral understanding ability, moral diagnosis ability,
moral correction ability, and performance maintenance ability, and then evaluate the alignment effect through
generalisation, timeliness, diversity, and explanability.

The realisation of the alignment between technology and ethics requires the joint efforts of multiple parties.
From the perspective of Habermas’s discourse ethics theory (Habermas, 1990), a multilateral subject cooperation
mechanism can be constructed to promote the dialogue of stakeholders, including the communication among the
government, generative artificial intelligence producers and providers, technicians, the academic community, and
the public. Government departments establish technical ethics norms, the industry forms codes of conduct and
practices to achieve self-discipline in the industry, and developers and providers of generative artificial
intelligence systems should clarify their own positions, carry out ethical regulation on system development
procedures and scopes of use, prevent abuse, and ensure that the technology follows ethical norms and conforms
to social values.

5. Conclusion

Generative artificial intelligence represented by ChatGPT has achieved a breakthrough in algorithm
technology. The development of digital technology has promoted the intelligent transformation of society. The
large model, multimodal features and emergent capabilities of generative artificial intelligence have had a
revolutionary impact. Precisely because of its powerful capabilities, some risks and challenges have emerged,
including data security issues at the source, the black box nature in operating algorithm technologies, internal
defects such as discrimination and bias, as well as the algorithmic comfort zone constructed in its application, the
possibility of language hegemony, inaccurate output, and negative externalities for privacy and personal
information protection. All of these make the operation of generative artificial intelligence and its generated
content deviate from the goals of justice, equality, legality and transparency in the responsibility mechanism.

In response to this, the responsibility mechanism of generative artificial intelligence should be constructed
from both the technological and legal levels. At the technological level, first of all, it is data processing at the
source, especially data security such as data mining, screening, identification and data pollution. Secondly, it is
the optimization of relevant technologies and the alignment of technology with ethics and law. At the legal level,
a responsible generative artificial intelligence is achieved through algorithm transparency, algorithm explanation,
and specific liability assignment, review and evaluation systems.

Responsible MT as a combination of all factors need to be considered when developing and deploying MT
systems to ensure that such systems are ethically designed, including, but not limited to data bias, data licences

and rights, ecological footprint, and intended end-users. Responsible MT is also addressing data privacy issues
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and curating the training data used for training the systems. It is the anonymisation of personal identifiable
information, the extraction of embedded biases in the datasets, or at least the analysis and detection of such biases.

It is coping with the environmental impact of the systems and showing awareness of its implications.

Notes

@ AN TE RS E T /0%, VI https://'www.gov.cn/zhengee/zhengeeku/202307/content_6891752.htm.
@ MNANEEBRYE, ¥ W https://www.gov.cn/xinwen/2021-08/20/content_5632486.htm.
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A Study of Iconicity in English Translation of
Chinese Political Discourse: A Case Study of

China’s Epic Journey from Poverty to Prosperity

® YUAN Wei (Civil Aviation Flight University of China, Deyang )

Abstract: Political discourse is an important component of Chinese discourse, and its translation criticism
research is of great significance for telling the story of China well and establishing an international image.
Iconicity is an important means to form the rhetorical effect, so the translation of political discourse must try to
reproduce the iconicity of the original text. By analyzing the syntactic iconicity of the English version of the
White paper China’s Epic Journey from Poverty to Prosperity, it is found that for the translation of quantitative
iconicity, it is necessary to adjust the translation by synonym substitution or sentence pattern conversion on the
basis of ensuring the representation of quantitative rhetoric. For the translation of sequential iconicity, it should
strive for representing the logical sequence of the original text while enhancing the readability and rhetorical
power of the translation. For the translation of distance iconicity, it is necessary to reproduce the delicacy of the
original, meanwhile, to consider the emotional and rhetorical implication. The research emphasizes the balance
between “syntactic iconicity of original text representation” and “appeal and readability of translated text”.The
study is helpful to telling the “China’s poverty reduction story well” and translation practice of political discourse.

Key words: political discourse translation; China’s poverty reduction discourse; iconicity translation
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A Study of Iconicity in English Translation of Chinese Political Discourse: A Case Study of China’s Epic Journey from Poverty to
Prosperity
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1. Introduction

Iconicity is a long-standing and dynamic topic. Since the time of ancient Greece and Rome, iconicity has
been the focus of debate and exploration in linguistics and philosophy. Iconicity is a challenge and supplement to
the arbitrariness of Saussure’s language signs, which provides a new horizon for exploring the nature of language
and the relationship between language and human thinking. There is no doubt that iconicity is one of the essential
properties of language signs. In other words, iconicity is an important way to form linguistic stylistic features and
discourse rhetoric.

As the core and representative of Chinese discourse, political discourse is the expression and elaboration of
the national will and the discourse representation of the national image, highlighting the strong national
consciousness. After years of hard work, China has realized its thousand-year dream of getting rid of poverty. In
the great practice of poverty reduction under the leadership of the Communist Party of China (CPC), a series of
discourse systems on poverty reduction have been formed and become an important part of China’s political
discourse system. China’s poverty reduction discourse is the crystallization of China's poverty reduction theory
and the manifestation of China’s poverty reduction wisdom. It is the key to improving the national discourse
power in poverty management, and is related to the construction of China’s international image and the
improvement of its international discourse power. High quality translation is of great importance to make China’s
poverty reduction discourse as public product that could be beneficial in global poverty governance. However,
the study of English translation of Chinese poverty reduction discourse is far from enough.

2. Iconicity and Chinese poverty reduction discourse translation
2.1 Iconicity and translation

American semiotics scholar C.S. Pearce divided symbols into three categories: icon, index and symbol, and
iconicity was further divided into three categories: image, diagram and metaphor. Language iconicity is mainly
divided into imagic iconicity, diagrammatic iconicity and metaphorical iconicity. The directness of their
connection with the object they refer to decreases from the image symbol to the diagram symbol and then to the
metaphor symbol (Lu Weizhong, 2021:9).The image iconicity refers to the similarity of a language sign to its
referent in a certain feature; The relationship between language signs reflects the relationship between their
referents (Haiman,1980:515); Metaphorical iconicity is formed with the help of “other things”, that is, “the third
thing besides the sign and the referent, that is, with the help of a triadic relationship”(Lu Weizhong, 2021:10).
Since the publication of Metaphors We Live By of Lakoff and Johnson, the study of metaphor has emerged as a
continuing academic hot spot, with a momentum far beyond iconicity. But metaphor is, in fact, a type of iconicity.
Therefore, iconicity needs to be further studied and explored.

Iconicity can be found in phonetics, vocabulary, syntax, discourse and other aspects of the text, but “it is
particularly evident in the syntactic structure” (Wen Xu, Xiao Kairong, 2019:77). At the same time, syntactic
iconicity has the greatest influence on language appeal and rhetorical power, so more attention should be paid to
syntactic iconicity. “Iconicity refers to the existence of different degrees of abstract mapping between form and
meaning, from concrete attribute similarity to abstract relational analogy” (Hiraga, 2005:35, Boase-Beier,

2016:102), In other words, syntactic iconicity refers to “the consistency of the structure of the linguistic form
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with the structure of its content or the structure of its conceptualization”(Lu Weizhong, 202:14). Iconicity
“provides an effective way to realize the representation of stylistic structure. The linguistic structure of a text is
the structural concept formed in the process of understanding the objective world and knowledge experience, and
also the concrete representation of people’s cognitive thinking” (Shao Lu, 2019:105).

At the level of syntactic iconicity, there are mainly quantity iconicity, distance iconicity, sequence iconicity
and linear iconicity, Symmetry Iconicity and other categories, which are important ways to form the stylistic
features and rhetorical effects of language. After literature searching in CNKI with the key word “syntactic
iconicity”, it is found that some study has been conducted in syntactic iconicity. Lu Weizhong (2003,2011,2021)
discussed the application value of syntactic iconicity in translation, which is helpful for both form and spirit;
Wang Yin (2016) used the event domain cognitive model and temporal iconicity to study English-Chinese
translation, especially the translation of long sentences; Shao Lu and Gao Xiaopeng (2019) studied the English
translation of Ah Lai’s The Dust Settles from the perspective of iconicity; Wen Xu and Si Weiguo (2020) explored
embodied cognition, iconicity and the categorical transformation of translation; Lu Weizhong (2021) explores
iconicity and translation studies from the perspective of narrow rhetoric. It is found that domestic researches on
syntactic iconicity on translation mainly focus on theoretical research and ignore applied research, and mainly
concentrate on literary translation, but pay little attention to other genres. As one of the essential attributes of
language, iconicity in political discourse translation should also receive due attention and research.

3. Syntactic Iconocity of English Version of China’s Epic Journey from Poverty to Prosperity
3.1 Quantitative iconicity

As a universal feature of language, quantitative iconicity plays an important role in enhancing language
expression and appeal, and is an important way to form stylistic features and rhetorical effects. Quantitative
iconicity refers to the correlation between the quantity (signifier) of language signs and the contents and emotion
(signified) they express. “Quantitative iconicity emphasizes a proportional relationship between the number of
linguistic forms and the number of meanings expressed, that is, the more complex the form, the more complex the
meaning expressed” (Wen Xu, Xiao Kairong, 2019:87). Repetition, as a rhetorical device, is an important
embodiment of quantitative iconicity. There are many expressions in political discourse that embody quantitative
iconicity and enhance appeal, persuasiveness and communicativeness through repeated rhetoric. “Iconicity, as a
rhetorical device, is of great significance to the realization of linguistic expression and communicative purposes
in the source language, and should be imitated and reproduced in translation so as to convey the same formal and
structural information to the target language readers” (Lu Weizhong, 202:199). In the English translation of
poverty reduction discourses, quantitative iconicity is accurately reproduced, so that its communicative and
rhetorical power are perfectly conveyed and reshaped.

The basic principle of reproducing quantitative iconicity in the original text is that the number of the
structure of the target text is the same as the number of the structure of the original one, because “more symbols”
means “more conceptual content”, which is the universal law of iconicity in language. This provides a basis for
translating “quantitative iconicity” as “quantitative iconicity”. After a close reading of both Chinese and English
version of China s Epic Journey from Poverty to Prosperity. The following two rules are found:

First, when the quantitative iconicity structure of the original text can find a direct correspondence in the

target language structure, then the language conversion is directly carried out. For example, 4 [H &2 /M FEtt 4

AR RIRI A O, FEANRMEIICHR, P EZ 5 HIO6R, & EXHE S A KTk 7 In
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order to highlight the historical achievements of China in completing the building of a moderately prosperous
society in an all-round way, the original text has four “Subject-Link verb-Predicative” Structures, which has the
rhetorical function of strengthening the tone and increasing the sense of rhythm. There is direct correspondence
between English and Chinese, so it is directly translated into “The realization of moderate prosperity is +
predicate”, reproducing the magnificent style of the original text. At the same time, the translation of repetitive
words is also worth exploring. The repetition of words is an important manifestation of quantitative iconicity, so
we should try our best to reproduce the appeal of quantitative rhetoric in translation. In the original text, “ff

EEINT3

K 7 appears four times, in target text, it translated into four different adjectives: “glorious” “remarkable”

“commendable” and “major”, because “repetition is common in Chinese, but is a taboo in English” (Cai Lijian,
2022:185). In addition, in translation of “ A= [HIEE B/ FEFE 2, 72 o EDOHH AR AR TTHER |, the word “ffi K
is translated as “major”, which reflects the rhetorical color of the translation and consideration for the readers.
The establishment of China’s moderately prosperous society has contributed to the cause of global poverty
reduction. However, when communicating with the outside world, it is necessary to be truthful and objective
while avoiding a condescending attitude, so as not to cause resistance among the international audience because
the empathic rhetorical goal is “striving for consensus, understanding and cooperation” (Chen Xiaowei, 202:142).

Second, when the quantitive iconicity of the original text can not be directly transplanted in the target
language, flexible adjustments are needed. Due to the differences in rhetorical resources between English and
Chinese, it is necessary to make full use of the rhetorical resources in English and Chinese, and overcome the
rhetorical situation and reconstruct the rhetorical power by flexibly adjusting the linguistic structure. For example,
“AE—NNBEBN, Ak —ADNXIEVE T, Aib—AN R 57, this sentence demonstrates people-centred
philosophy and the aspiration of achieving common prosperity. The translated version “a society where no
individual, region or ethnic group is left behind” is an accurate interpretation of the original instead of rigid
transformation at language level. First, an attributive clause is used , then the negative word “no” is followed by
three parallel components “individual” “region”and “ethnic group”. Finally, the predicate part “is left behind” .
The translated sentence converts the three clauses of the original into an attributive clause, which not only
guarantees the core meaning of the original: the comprehensiveness and thoroughness of China’s well-off
construction, but also is concise and clear, which conforms to the English expression habit.
3.2 Sequence iconicity

Order iconicity is also called linear iconicity. Wen Xu, Xiao Kairong (2019:78) believes that language users
reflect their way and process of perceiving the world in syntactic form as “linear order” , that is, “the arrangement
order of syntactic components directly reflects the actual state of the expressed object or the sequence of events .
The material presentation order of language signs is an explicit isomorphic relationship with the actual logical
order of conceptual events, and the logical order generally includes causal relationship, hierarchical relationship,
primary and secondary relationship, general and specific relationship, parallel relationship, etc. In other words,
“the order iconicity of language is reflected in the time, space and logical correspondence between the
arrangement of language signs and the occurrence of events.” (Yuan Wei, 2023:114) “In the process of translation,
the translator should establish the corresponding iconicity consciousness, and the translation should reproduce the
sequential iconicity of the original as much as possible” (Wen Xu, Xiao Kairong, 2019:80). The following
examples discuss the stylistic representation and rhetorical effects of sequential iconicity in the translation of

China s Epic Journey from Poverty to Prosperity.
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Sequential iconicity includes spatio-temporal iconicity and logical sequence. For political discourse,
sequential iconicity is mainly embodied in the logical sequence of conceptual events. Due to the universality of
the event process, the logical order is highly consistent in English and Chinese language symbols. For example:
(se g HaANR, QPSR E T CEmMAR, @B NRILME, 3)7Eitle ¥ L Fdr, Witk
o SCHEARHI RS, HEBEA: 2 1 SCR W, SEIL T AR RIRA L LUREON) 2 THAZI AL 228 5, (4)SEPL T
—7 " H. NARZHRTTKRE KRBT B2 T S B RER, /MRS WBE T ARABUA B
TEAIH FERLAL, SRR T EEYAEA, $EHE 75RO # S A % & fRIE . (1)Led by the CPC, the
Chinese people have achieved one success after anothe(addition). (2)They won victory in the New Democratic
Revolution, and founded the People’s Republic of China (PRC) in 1949. (3)The socialist revolution, the
establishment of socialism as China’s basic system, and the ensuing socialist construction(nominalization)
brought about the most extensive and profound social changes in the history of the nation. (4)The
transformation(nominalization) from a huge, poor and backward country in the East into a thriving socialist
China created the fundamental political conditions and the institutional and material foundations for building a
moderately prosperous society.(5)It also provided an unfailing source of inspiration and secured the means
required to complete this mission.

This sentence tells the premise and course of building a well-off society, and contains 12 verbs, forming a
strict logical chain. The basic principle of English translation is to give full consideration to the audience and try
to reproduce the logical sequence of the original text. In view of the differences between English and Chinese, in
translation, rigid correspondence at language level should be avoided. In translation practice, the communicative
and rhetorical intention of the original text should be fully understood, and then the rhetorical symbolic resources
of the target language should be explored to achieve the rhetorical goal of promoting the understanding and
recognition of the target readers. To be specific, sentence segmentation should be carried out according to the
semantic meaning of the original text, and it should be reorganized and split when necessary.

In this sentence, in order to let readers understand the course of the CPC in building a well-off society, the
general sentence “Led by the CPC, the Chinese people have achieved one success after another” is added. It gives
an overview of the following logical events. Accordingly, the original text is translated into five clauses: (1) the
summary (many achievements); (2) “The victory of the new democratic revolution and the establishment of New
China” is prerequisite; (3) the “socialist revolution, system and construction” brought about profound changes; (4)
achieved a great leap forward and the institutional foundation; (5) provide spiritual support and security guarantee.
In the specific translation, some verbs in the original text have been nominalized. For example, four verbs “ 5¢
B WS, HEHSE. SZIL” have been nominalized and they are used as subjects in the sentence. The translation is
concise and compact, and the readability and appeal are enhanced.

3.3 Distance iconicity

Distance iconicity, also known as proximity iconicity, refers to the fact that the distance between linguistic
elements corresponds to the conceptual distance between them. In other words, the closer the linguistic elements
are, the closer the semantic relationship becomes. Distance iconicity is “the most basic property of syntactic
structure”(Lu Bingfu, Chen Ping, 2020:06). Linguistic distance “refers to the physical distance between linguistic
units, such as non-adjacent words, adjacent words, combinations of stem and affixation, or individual words” ,
while conceptual distance refers to “the observed separability and inseparability between the concept and the

entity described by the concept” (Wen Xu, Xiao Kai-rong, 2020:79). Haiman (1983) argues that “the distance
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between expressions reflects the distance between concepts”’(Haiman, 1983:59). Wen Xu and Xiao Kairong (2020:
91) argue that “distance iconicity means that the distance between concepts corresponds to the distance between
linguistic elements”.Compared with other types of iconicity, distance iconicity can better reflect the subtlety and
delicacy of language, so it can enhance the rhetorical power and empathy of language. The Chinese political
discourse embodies the ingenuity and charm of the language through its strong rhetorical power and subtle
emotional expression.

For example, China s Epic Journey from Poverty to Prosperity reads: “«=«++* U S Al SR R
EEROR R TTERE . EBRRT RIS E . A3 I E35 . The English translation is “It will continue its
efforts to safeguard world peace, contribute to global prosperity, uphold the international order, and provide
public goods to the whole world. ” This sentence highlights China's responsibility in global development and
expresses China’s diplomatic concept of peace and development. It is of great significance in building China’s
international image.

The structure of the original is the possessive noun, and the target text is not rigid correspondence to the
structure of the original text, but transforms the structure of the original text, turning the possessive form into the
verbo-object structure. This reflects the representation of distance iconicity of the target text in essence. Taking
“ & By Bk ¢ 0 4E §7 % > as an example, the distance between “international order” ( [ fr #% /& ) and
“maintenance” ( 4 #) is minimal, highlighting the sense of participation and responsibility in maintaining
international order. If we exactly correspond to the structure of the original text, and translate “ [ Fr £k 7 B 4E
# 7 as “guardian of the international order”, the distance between the core semantics “guardian” and
“international order” is larger than the distance between “preserve international order”, and the distance iconicity
of the original text is weakened. Thus, “preserve international order” more accurately reproduces the distance
iconicity of the original text character.

Due to the seriousness, prudence and authority of political texts, it is essential that the translated text can
reproduce the iconicity of the original. For example, the expression “ f FFI-F 1)@ % & 7 is to shape China’s
image as a great power with courage and responsibility by “safeguarding world peace”. If it is literally translated
as “builder of global peace”, although it is a direct counterpart to the original text, the semantic meaning of the
translation is worth discussing. “builder” is the corresponding English translation of “ #1537 of the original

i

text, but “ builder of global peace 